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Abstract

Energy-efficient hardware accelerators for video processing
are becoming favorable due to the increasing popularity of
Internet of Things applications and wearable multimedia
devices (e.g., wireless video sensor nodes and head-mounted
displays). However, the demands of higher video quality
adversely increase power and energy consumption. Recently,
content-aware video systems with energy-quality scalability
have been proposed to address these challenges. However,
low-power techniques for video systems are still primarily
confined to conventional dynamic voltage scaling techniques
known to exhibit excessive design margins to account for the
worst-case operating conditions. As video stream to the display
can't be arbitrarily abrupted in a real-time display system,
adaptive voltage scaling (AVS) based on timing error detections
(TED) and corrections (TEC) (e.g., Razor) for processor systems
are challenging to be applied to the real-time video systems.
Although few known techniques could overcome these
obstacles, they all require substantial algorithmic, architectural,
and circuit-level modifications; these modifications are costly,
invasive, incur timing closure difficulties, and complicate the

design flow.

This project investigates the possibility that the design margin
of a video processing datapath can be reclaimed without any
overhead of the TED and TEC by exploiting the characteristics
of human vision. The concept of the proposed spatial-temporal
error spreading and voltage dithering (ESVD) technique for
video processing datapaths are depicted in Fig. 3 The core
concept of ESVD is to control how often a frame allows possible
timing errors (i.e., temporal error spreading) and how many
pixels in a selected frame can contain possible timing errors (i.e.,
spatial error spreading). These concepts are implemented by
lowering the supply voltage to a setpoint when the datapath is

processing these pixels, thus improving the energy efficiency.

Unlike conventional AVS that reduces the supply voltage and
passively waits for timing error to happen (and then correct it),
the ESVD actively allocates the locations allowed for the timing
errors to occur. These cleverly distributed timing errors can
then be automatically resolved by leveraging the persistence of

vision and the human eye's tendency to mix pixels nearby.

The test chip of this project, which includes a real-time video
scaling engine as a test vehicle for ESVD, is implemented using
UMC 40nm CMOS process. Fig. 2 shows the real-time display
system based on the test chip, which serves as a verification
platform and can be used to demonstrate the ESVD technique
on a raw LCD panel. As shown in Fig. 3, the datapath power
is maximally reduced by 35% under different operating
conditions. The mean opinion score (MOS), according to the
degradation category rating (DCR) method in ITU-T P.910, is
used for subjective quality assessments. MOS is higher than

four after enabling the ESVD, as shown in Fig. 4.
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