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Abstract

Speech recognition is a technique that translates the spoken
languages into text. It can be applied to various Al applications,
including wearable devices, smartphones, smart homes,
intelligent robots, and self-driving cars. Thanks to the
development of deep learning, the accuracy of speech recognition
has rapidly improved in recent years. However, the high
computational complexity poses design challenges to edge devices
in latency and energy consumption. Hence, a dedicated speech

recognition accelerator is required to address these issues.

This work presents an energy-efficient dedicated accelerator
for recurrent neural network (RNN)-based hybrid speech
recognition. The overall system is comprised of three blocks:
feature extraction block, RNN, and beam search block. The
input speech signal is first processed by a filter bank (FBANK] to
extract features through fast Fourier transform (FFT) and Mel-
filter. The RNN is used to compute the observation probability

based on the extracted features. The light gated recurrent
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Fig. 3 RNN-based hybrid speech recognition system
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unit (LiIGRU] is adopted to achieve a high accuracy with less
computations and fewest parameters. For beam search, Viterbi
decoding is applied on the weighted finite-state transducer (WFST),
in which three models (acoustic model, lexicon model, and

language model) are included, to find the most-likely sequence.

By applying network compression, the RNN model is compressed
significantly so that it can be included on the chip without the need
for an external memory. Power and area are minimized through
optimization across the algorithm and architecture layers. The
chip integrates 9.42M logic gates in in a 28-nm CMOS technology.
The chip delivers real-time speech recognition and dissipates less
than 2 mW. Compared to prior arts, this work achieves a 37.5X
lower attainable latency with 6.5X lower normalized energy.
The chip also achieves the lowest phone error rate. Unlike prior
works, all the model weights are stored on the chip, saving more

energy and latency when external memory access is considered.
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Fig. 4 The RNN model in this work



