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An Energy-efficient PoolFormer DNN Processor
for Real-time Image Classification
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Abstract

In recent years, deep learning has rapidly evolved, showing
exceptional performance in various computer vision applications
such as image classification, object detection, and image segmentation.
Among the notable advancements, the Channel multi-layer-perceptron
(MLP) has emerged as a crucial network in transformer-based
models. Furthermore, Metaformer facilitates efficient spatial
information exchange by leveraging pooling operations, significantly
enhancing model inference accuracy under low computational
power and compact model size. This improvement has propelled
Metaformer to achieve state-of-the-art performance in applications
like image classification.

Deep learning models using MLPs have demonstrated great promise
for enhancing performance and accuracy in embedded electronic
devices. These devices can benefit from the sophisticated capabilities
of MLPs, enabling more precise and efficient processing of visual data.
However, the implementation of MLPs on general mobile devices
and consumer electronics poses significant challenges. These
challenges stem from the MLPs' requirements for high bandwidth
and specialized computational architecture, which are not typically
available on standard consumer devices. Overcoming these
obstacles is essential to fully realize the potential of MLPs in
practical, everyday applications.

To address these challenges, our project proposes the development
of a high-performance real-time image recognition accelerator chip
specifically optimized for the MLP’s computational architecture.
The design of this chip focuses on refining the computational process
to overcome bandwidth constraints and implementing hardware
tailored for specialized computing operations. By optimizing the
chip's architecture, we can significantly enhance the efficiency and
speed of MLP-based computations, making them feasible for use in
everyday consumer electronics.

Our project also integrates this accelerator chip with the Xilinx ZCU
102 SoC FPGA development board to demonstrate real-time image
classification capabilities. The FPGA demonstration system cooperate
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with the refined computational process for the MLPs, ensuring that
the chip can handle the computational load effectively. This setup
allows us to showcase the practical applications of our design by
directly displaying recognition results on the screen. The demonstration
system serves as a platform for validating the real-time performance
of our chip, highlighting its potential in executing high-quality
model inference on edge devices.

In summary, our project presents a high-performance, high-accuracy
image recognition chip capable of delivering advanced recognition
functionality on edge devices. By addressing the key challenges
associated with the deployment of MLPs in consumer electronics,
we pave the way for broader adoption of deep learning technologies
in everyday applications. Our work promises significant improvements
in user experience and application performance, bringing the
sophisticated capabilities of deep learning models to a wider range
of devices. This advancement holds the potential to transform the
way visual data is processed and utilized in various consumer
electronics, enabling smarter and more efficient devices that can
handle complex tasks with ease.
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Fig. 3 Classification result.
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