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Lightning Buffer - Ultra High-Speed Queue

EEEE
R =ZF[ Nobel mind

FTRISE

EWES - IFOTRRRHAENRERTEENMT - HETEHE
EAENSEISRAM « B R0 BN 40-Ghps « TS @70
HEEERT2-Mbits - EREFRAETEEXSERENDOR
SDRAMIESEIBTENM - MDETEE R W - MEET
HEERFDOmE -

tEATEHENOMER THEER R40-Ghps » MMERE
2-GbitsESEETH{High Speed Quewe) « BIFREEEZRTR
R 75 i R S R S -

B Figure 1, Sonet-based FIFQ I Figure 2. High Speed Queue

Archiectung Configuration

FEMTH [ EEETH OREREE SN - RRERTE
EIPacket Generator i THOLC Frame £8 + MEGHEZEBound-
ary DetectilliTHW - BETAEEGIER AR - e
H— Twrite | IREE—IEE MHigh-speed Cueve B2 - BITHE
HIEF® MRead) RN - FESHIF RS SRS TR SRR
Rl -

fFigure 2MT - AFECHEHE—EEEBISRAM - B5RAM
EEAEER - FERZNENTERFHTESETHERER
FIDOR SDRAM - IREDR « RIS RIS IRIRT I S WFEEs
EESRAMEEITMR - MICH TIPS AR S W ESRAM AR
DRAM + BfiMEHERRAXESRAM - HEENRHOGH - Ml
P i AR e R WA = T TS o [E A A S I ER R R W AL« A
Pl E—EENEE EMLE T - e T
I -

ANER AN 4N amER 4N
A EE N E B B u
B EYEEFEEN B B H N
EEEE & B E R E B
E H YEEF E NEEF [ ]

B =B

MER AW B0 TEFAREAN LN

Kk R

PRIGEE o9 i TR R 5RA
ETIE - EEE B0 mI TEEHE

EERE
FiNR 260 AT APHNTESR

Abstract

Ciptical Inbemetworking Forem (OIF) has defined a senes of OC-T788
(40Gbps) specifications. IEEE is paving roadmap to 40Gbps
options for Ethamel networking, An official task growp will be 581 up
1o stan wriling specifications i March, 2008. Although QIF has
already defined the implameantation agresment for the link layer @
Seplamber, 2002, Recenily, Inel Research b demonsiraled the
Tarst 40 gigabil per second sHcon laser modulator in July, 2007, This
makes OCTEE network achievable. Howaver, the memary speed is
expeciad o be the boltle neck to throtlle high-speed ks’ perler-
mance, Qur prévious reésearch results present an approach o dumg
optical packets from a small high-speed cptical buffer to & larger
siovw-speed oplbcal buffer, Thes approach is deally applied info the
high-speed quiéus design. For the curmant kechnology, chip cock is
possible to support 400MHz, but the cost is expensive and the size
is Wmited. In confrast, DDR SDRAM i the most popular econsmic
massivg slorage, bul the spead is only capable io support the data
rate beliow 5 5Gbps for read and write cperation at the same tima.
Thus we Iry to inegrale these wo iypes of memony o provide
ecanamic high speed massive FIFD queus. Assurming (he input and
output traffic rate &= R, on-chip memony immediately distributes this
traffic to the relative slow low speed memory wilth rale RIE The
other skde on-chip memory then aggregates this traffic from low
spaad memory and provides iraffic out with rate R. However, rate
mizmatch bebween different speeds of memory = a challenge. What
wit néed 5 a dual port memdny with two independent clocks 1o
intarface batwean thess differant speads of memory. Fortunadely, in
the FPGA, we have a special block mamory meels our requiremsant,
Then we can apply this memory b inberface bebwesn different
spaads of mamony. Our focus is to buld a high speed FIFO queus
that is capable to support 40Gbps, Thus we need bo a8l kast 8
parali sets of DDR SDRAM. In thes approach, systém could
support traffic up fo 40Gbps.





