3
B

EmiEE

BT EEEAKEINE KGR AR U EROBENE
R ERRKNEREEBREZ  BEREER/ERE
BAE - BERK  URERITHESE  EEENEAR
¥R HAcAZRBRERNKREITEZRS  8EFEE
SREBRNHNE FRUEAFIHSE - BERMEKERE
REHRERBERICEEBARNS - FREANEBEN
EREBREERNMREANT  MEEBRAURRE
EMBERER - MES RN EEHRERESER
NWEEBERBBRANT  BARSHNEMRREBN
M EERED  BEMBESREBAMMKARERNLEA
FE - EREREYERENETER (R/)EFEN)
MR TRSFESREENRESEEARBEHRY
NN FFS - BEAEAHHRERMEEF SR LK
NEFRXEAEES A AREFEEETES R
EHNBEEREERARRESRERE  HHES
BERAGEMNERES  ESNVESEHEERIHIL
BORETRETEAEIE -

DR EHHE - RPRE —FARERESEREN
HRNSEXNBEHRERESR  BERSENE200FH
HEZREHBER - WRRBEGTREAEARARE R
BRI MEEBSIZURRRESSIESEZLE
H - BLUT RO R
LBEEERN  HRmEARARNBERR 128
DR6 - EEREREAHAER - BEFERE 746% -
QEEREBHY CoRARBRARESREES - N
FREMEHEBRIUNCIRETKRSENN ; EEEETT
P IRAESBEREARR - HRERZBEE
& IBEmEAEN27% -

22 2025 HREWHR FERIJTHEABAAE

D25-001
ERAREETEZSENE R
EXFEREESRER

An Energy-Efficient Neural Signal Processor
in Speech Decoding for Brain-Machine Interface
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Abstract

Brain-Machine Interface (BMI) technology establishes a direct
communication link between the human brain and external
devices, offering tremendous potential in future applications such
as augmented/virtual reality (AR/VR) interfaces, neuroprosthetics,
and machine control. These systems can significantly enhance
human-computer interaction. Current BMI implementations are
categorized into visual-stimulus-based, handwriting-based, and
speech-based types. Visual-stimulus BMIs rely on the user’s gaze to
select flashing targets, while handwriting BMIs decode imagined
writing trajectories into text. However, both approaches have
limitations in practicality and communication speed. In contrast,
speech-based BMIs offer the most natural interaction and the
highest communication throughput by decoding the user’s intent to
speak directly into text. These systems utilize neural networks to
infer the probability distribution of phonemes—based on features
extracted from neural signals—and use language models and beam
search algorithms to generate the most likely word sequences.
While processors have been developed for visual and handwriting
BMIs, speech-based BMIs demand far greater computational
resources and energy efficiency due to their reliance on complex
neural network computations and large-vocabulary language
model inference. To date, few dedicated hardware solutions have
been proposed to address this challenge.

To overcome these barriers, we propose a real-time, energy-efficient
neural signal processor tailored for speech-based BMI applications,
capable of decoding up to 200 words per minute. The proposed
chip integrates four major modules: a speech-attempt detector, a
feature extractor, a neural network engine, and a beam search engine.

Key innovations include:

1. Channel Selection: Reducing the number of channels for speech-
attempt detection from 128 to 16, lowering power consumption
by 46% during idle periods.

2. Weight Encoding: Combining sparse encoding with mixed-precision
computation, this method reduces neural network memory
requirements by up to 80%. A custom mixed-precision
multiplier array also reduces chip area by 27% compared to
full-precision designs.
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3. Neural Network Optimization: Introducing computation reordering
reduces inference latency by 55%, while partial-sum caching
lowers total operations by 25%. Combined with input and weight
sparsity, overall latency is reduced by up to 95%.

4. Approximate Top-k Selector: In the beam search stage, an
approximate sorting architecture reduces the number of required
comparators to 1/16 of conventional designs while maintaining
decoding accuracy.

Fabricated using a 40nm CMOS process, the chip achieves a phoneme
error rate of 16.6% and a word error rate of 23.5%. Compared to the
state-of-the-art, the proposed design delivers a 16.7x to 42.6x
improvement in decoding speed.
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