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Abstract

In recent years, the rapid advancement of technologies such as Al
5G, and the loT, along with the growing demands in cloud com-
puting, has made the expansion and upgrading of data centers
increasingly urgent. A typical data center is composed of numerous
server racks, each containing servers, storage systems, firewalls,
and accelerators. As computing demands grow, the overall data
throughput requirements between servers in data centers are
increasing, thereby driving the evolution of Ethernet standards and
necessitating more efficient high-speed interconnects.

To support efficient data transmission, each rack is typically equipped
with a Top-of-Rack switch. Depending on the interconnect distance,
copper cables or optical fibers are used to connect servers to the
switch. Traditional switch designs rely on pluggable optical
modules that convert the electrical signals from the switch ASIC
into optical signals for fiber transmission and reconvert them to
electrical signals at the destination. However, these pluggable
modules are built from discrete components, resulting in higher
cost, larger physical footprint, and increased signal loss and latency.

To address the high insertion loss and latency inherent in traditional
pluggable optics, the next-generation Ethernet switch architecture
adopts CPO. This technology leverages optical signaling to minimize
channel loss, significantly reducing the power consumption and
latency of the EIC. Furthermore, it enables the integration of more
than eight high-speed SerDes channels with PIC on a single silicon
substrate using a silicon interposer, achieving 2.5D integration. This
architecture also lays the groundwork for future 3D IC integration
using TSV. By increasing the electrical bandwidth up to 100 Gb/s or
even 200 Gb/s per lane, individual CPO modules can achieve total
data rates of 800 Gb/s or 1.6 Tb/s, providing a breakthrough
approach for next-generation data transmission.

This work proposes a CPO-compatible RX implemented in a 28-nm
CMOS process. The RX architecture includes a CTLE, a VGA, a 3-tap
FFE, and a 1-tap speculative DFE. In addition, a TI ADC is adopted
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to decode the 1+0.5D PAM-4 signal. The RX compensates the
channel loss of 21.2 dB without any TX equalization. Designed and
fabricated in 28-nm CMOS, the RX achieves a BER of < 1E-12 at
106.25 Gb/s with 2.06-pJ/b energy efficiency. The complete and
innovative equalization architecture provides a possible solution
of 200-Gb/s EIC designs for ultra-high-speed SerDes applications
in the future.
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Fig. 4 Testing setup.



